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1 Quantum key distribution

Quantum key distribution is a cryptographic task in which two honest parties, Alice
and Bob, wish to establish a common secret key, i.e., a shared string of bits which is
unknown to any third party, including a potential eavesdropper Eve.

As resources, Alice and Bob have access to a classical authenticated public channel
and an insecure quantum channel.

Classical authew public channel Q

Insecure quantum channel

K€ {0,1}x¢ Kp e {01}

Figure 1: Quantum key distribution: Alice and Bob establish a secret key using a
classical authenticated public channel and an insecure quantum channel.

1.1 The BB84 protocol

The first quantum key distribution protocol, the BB84 [1], was proposed by Bennet
and Brassard, building on the ideas of conjugate coding introduced by Wiesman
in [2]. Indeed, the BB84 protocol makes use of two non-orthogonal bases to encode a
classical bit:

0+ [0) or |+)

1+ [1)or|-) )

where |+) = %(]0) +(1)).
The BB84 protocol consists of the following steps:
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BBR&4 Protocol

1: Distribution and measurements:

2: for i =1ton do

3: Alice chooses random bits z and a.

4: If = 0, Alice uses the Z-basis to encode a (if a = 0 she prepares the state
|0), and if @ = 1 she prepares |1)). Similarly, if z = 1, Alice uses the X-basis to
encode a.

5: Alice sends the prepared state to Bob through the insecure quantum channel.

6: Bob announces whether he received the state.

7 Bob randomly chooses a bit y.

8: If y = 0, Bob measures the system in the Z-basis. If y = 1, he measures in
the X-basis.

9: Bob records the outcome b.

10: end for

11: Sifting: Alice and Bob publicly announce their choices of basis, z and y, and
compare them. They discard the rounds in which Bob measured in a different
basis than the one prepared by Alice, i.e., when x # y.

12: Parameter estimation: Alice and Bob use a fraction of the remaining rounds
(in which both measured in the same basis) in order to estimate the quantum bit
error rates (QBERs) Qx and Qz.

13: Information reconciliation: Alice and Bob choose a classical error correcting
code and communicate over the authenticated public channel in order to correct
their string of bits. At the end of this phase Alice and Bob should hold the same
bit-string.

14: Privacy amplification: Alice and Bob use an extractor on the previously es-
tablished strings to generate shorter but completely secret strings of ¢ bits, which
is their final keys K4 and Kp.

Remark 1: The “quantum part” ends after distribution and measurement. The
remaining steps of a QKD protocol consist of processing classical information.

Remark 2: Asshown in [3], the efficiency of these protocols can be increased, without
compromising security, if one of the bases is chosen with a higher probability. Then,
in the asymptotic limit, the preferred basis is used almost all the time. We can use
the less frequent basis for parameter estimation and reserve the rounds measured in
the frequent basis for key generation. For this reason, it is common to denote the
basis respectively, test basis and key generation basis.

1.2 Entanglement-based version

The protocol described in the previous section only requires the preparation and mea-
surement of single qubit states, and for this reason it is called a prepare-and-measure
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protocol. An equivalent entanglement-based protocol can be designed [4], which is
based on the distribution of entangled states in the quantum phase:

Entanglement-based BB84 Protocol

1: Distribution and measurements:
2: for i =1ton do
: A source distributes a two-qubit system (ideally in the maximally entangled
state |®1) = %(]00) +]11))) to Alice and Bob.
4: Alice chooses a random bit x.
5: If x = 0 Alice measures her part of the system in the Z-basis, and if z = 1
she measures in the X-basis.
Alice records the outcome a.
Similarly, Bob chooses a random bit y.
8: If y = 0 Bob measures his system in the Z-basis, and if y = 1 he measures in
the X-basis.
9: Bob records the outcome b.
10: end for

All the other steps of the protocol are the same as the previous protocol.

Remark 1: If the source is in Alice’s laboratory we have a completely analogous
situation: measuring her part of the system corresponds to preparing Bob’s part of
the system in one of the BB84 states.

Remark 2: The entanglement-based protocol offers stronger security. The source
does not have to be in Alice’s laboratory and could be even in control of a malicious
eavesdropper Eve.

The entanglement-based version of a QKD protocol is very useful for its security
proof. In fact, the first simple proof of the BB84, presented [5], was based on entan-
glement purification results. In this course we will also focus on the entanglement
based version to derive the security proofs. However, we will use the more general
approach developed in references [6,/7] which does not rely directly on entanglement
purification.

1.3 Eavesdropper’s attack
We can consider three different types of attack that an eavesdropper can perform:
e Individual attacks: the eavesdropper can only interact (perhaps intercept

and measure) with each round of the protocol individually. This is the case
when the eavesdropper has no quantum memory.
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e Collective attacks: in this case it is assumed that the system distributed
to Alice and Bob is the same in every round of the protocol (i.e., the state
distributed in n rounds can be described as pf}f%, they are i.i.d.), however the
eavesdropper is allowed to store and make arbitrary global operations on her
quantum side information;

e Coherent attacks: this is the most general type of attack. Eve can perform
a global operation on her quantum side information and moreover the states
distributed to Alice and Bob can have arbitrary correlations (parpy # p%%).

1.4 Assumptions

We note several assumptions that are present in the description of the BB84 protocol.

e Isolated labs: no information is leaked from or enters Alice’s and Bob’s labs,
apart from the state distribution before the measurements and the public clas-
sical information described by the protocol.

e Local random number generators: Alice and Bob possess independent and
trusted random number generators.

e Trusted classical post-processing: all the public classical communication is
performed using an authenticated channel and the local classical computations
are trusted.

e Trusted measurements: the measurement devices of Alice and Bob imple-
ment the measurements specified by the protocol.

e Trusted source for prepare-and-measure: Alice’s device prepares the state
specified by the protocol. The trust in the source can be relaxed for an entan-
glement based implementation.

e Quantum mechanics: the systems of Alice, Bob and any additional party is
correctly described by quantum theory.

2 Tools for the security analysis

In the following we denote the set of quantum states of a system A with Hilbert space
Ha by S(A):

S(A) ={pa € L(Ha) : pa > 0and tr(pa) =1}, (2)

where L£(H 4) is the set of linear operators acting on H4.
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2.1 Distance between quantum states

Definition 2.1 (Trace distance). Let p and o be two quantum states,

o= ol == sup tx(P(p—0)). (3)
oglzggl
Alternatively
1
lp =l = 5llp =0l (4)

where | X||; = tr(|X]) = tr(VXTX).

The trace distance has an operational interpretation: if |[p — ol|,, = €, then the
probability of distinguishing between p and o with a single measurement is bounded
by 1(1+e).

The trace distance can be generalized to sub-normalized states p and &, i.e., for
positive operators with trace smaller or equal to 1, in the following way

L. 1, . ...
16— 6l = slo - &y + glr(o - &) )
For details, see [8, Chapter 3].

Another distance of interest is the purified distance, also defined for sub-normalized
states.

Definition 2.2 (Purified distance). Let p and o be two sub-normalized states, the
purified distance is defined as

Dp(p,0) := /1 - F(p,0), (6)

where F' is the generalized fidelity

Py = (n (Vorvp) + VT 59)) )

The name comes from the fact that the purified distance actually represents the
minimum trace-distance of purifications of the respective states:

Dr(p,) = min 6 = . ®

where ¢ and ¢ are purifications of p and o, respectively.
The purified distance is related to trace distance by [8]:

lp = olly < Dpp,o) < 4/2lp = ol 9)
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Proposition 2.3 (Properties of distances). The trace distance and the purified dis-
tance are metrics. lLe., they satisfy:

e Positive-definiteness: A(p,o) >0 and A(p,0) =0< p=o0,
o Symmetry: A(p,o) = A(o,p),
e Triangle inequality: A(p,0) < A(p,n) + A(n, o).
Moreover, they are non-increasing under trace-non-increasing completely positive maps
A(M(p), M()) < Alp, o). (10)

Where A(p, o) stands for ||p — ol or Dp(p,0).

2.2 cqg-states

When analysing the security of a QKD protocol we will be often interested in making
statements about a classical-quantum state, or cg-state for short. These are states of
the form

PAE—ZP ) |2){z|4 ® PR (11)

where {|z)} forms an orthonormal basis for system A and can represent a classical
random variable X that assumes value z with probability p(z), and PE|z 18 & general
quantum state on system FE that may depend on the specific value of x.

2.3 Entropies

2.3.1 Shannon entropy

The Shannon entropy quantifies the uncertainty about a random variable. If X is a
random variable that assume the value z with probability p(z) then the entropy of
the variable X is given by

Zp ) log p(=z (12)

In this text, all the logarithms are in base 2.
The conditional entropy quantifies the remaining uncertainty about a variable X
given that the value of a variable Y is known

H(X|Y) == pla,y)logp(zly) = H(X,Y) - H(Y). (13)

Z,y
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Exercise 1. Given random variables X and Y that assume values x € (0,1,2,3) and
y € (0,1) respectively, with distribution

1 1
r=0y=0)=-,plxa=1y=0)=—
p( y=0) le p( y=0) le "
ple=2y=1)=7 ple=3y=1)=
Compute:
a) H(X)
b) H(Y)
) H(X|Y)
d) H(Y|X)

2.3.2 von Neumann entropy

The concept of entropy also plays an important role in quantum information theory.
The von Neumann entropy can be seen as a generalization of Shannon entropy from
probability distributions to positive semidefinite operators. And the von Neumann
entropy of a system X in state p is given by

H(X), = —tr(plogp). (15)
Similarly, a conditional quantum entropy can be defined.

Definition 2.4 (Conditional von Neumann entropy). The entropy of system A con-
ditioned on system E s given by

H(A|E) = H(AE) — H(E), (16)

where H(E) = —tr(pglog pg) is the von Neumann entropy of the quantum state pg
of system E, and similarly for H(AE).

If X and Y are classical variables with joint probability distribution {p(x,y)}, then
the conditional von Neumann entropy reduces to the conditional Shannon entropy

(L3).

Exercise 2. Calculate the conditional von-Neumann entropy H(A|E) for the follow-
mg quantum states:

a) pap = |®T)(®7],p
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b) par = 510001, @ [+)(+|g + 5 1) {14 @ [-) (g
¢) pap = 3/0)(0] ®ogo+ 3101, ® op|1 where
oo = |foo)(fool + [ for){forl , orp = [fi0){fiol + [f11){f11]
and

| foo) = v/ Ao leao) + v/ Ao lear)
| for) = v/A1o leso) + v/An1 lerr)
|f10) = VAo le0) — v/A11 lenn)
|f11) = VAo leoo) — v/ Ao [eor)

where |fij) are non-normalized states and {|e;;)} forms an orthonormal basis
on system E.

Proposition 2.5. The conditional von Neumann entropy satisfies:

1. Positivity for separable states (8, Lem. 5.11]: If pap is separable then

H(A|B), >0 (17)

2. Data processing |8, Cor. 5.5]: Let Tapr = 14 ® Ep(pap), where Ep is a
CPTP(B, B') channel, then

H(AIB), < H(AIB),. (18)
3. Additivity [8, Cor. 5.9]: For pap ® Tapr it holds that
H(AA|BB'),g; = H(A|B), + H(A'|B'),. (19)

4. Conditioning on classical information |8, Prop. 5.4): Let papx be a cq-
state, papx = >, p(2) [2)(z| ® pap|e, then

H(ABX), =)_,p(@x)H(AIBX =), =3, p(x)H(A|B)p,.  (20)
5. Removing classical information |8, Lem. 5.15]: For papx classical in X,
H(A|XB) > H(A|B)—log|X]|, (21)

where | X| is the dimension of system X.
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The conditional von Neumann entropy finds applications when describing the
resources required to perform certain information processing tasks in the i.i.d. limit
of many repetitions (e.g. data compression given quantum side information [9]).
However, when it comes to consider the one-shot scenario — in which a finite number
of repetitions, not necessarily i.i.d., are performed — the von Neumann entropy is
insufficient. Moreover, as we will see, in cryptography we are often interested in
analysing the performance of a particular task allowing for a small probability of
failure. Therefore we need entropic quantities that have meaningful interpretations
in these scenarios. For a discussion of one-shot information processing, we refer the
reader to [10].

2.3.3 Guessing probability

Let pap be a cq-state

par =y _pla)|a)al © pp,- (22)

The guessing probability, pguess(A|E), is the optimal probability with which someone
that has access to system E can correctly guess the value of the variable A:

pguess(A|E)p = sup Zp(a)Tr (Mg'pEm) s (23)
{M3} a

where the supremum is over all possible measurements, described by the set of POVMs
{M%}, on the system FE.

It was shown in [11] that, similarly to the classical case, the conditional min-
entropy Hin(A|E) of a classical variable A is directly related to the guessing proba-
bility:

Hmin(A|E)p = _logpguess(A’E)p (24)

2.3.4 More entropy

Another entropy that will appear in the security analysis is the max-entropy, that
can be defined as:

Hyax(A|E), = sup log F(pag,Ia® og) (25)
ocp€S(E)
where F' is the fidelity.

All the entropies introduced so far can be seen as particular cases of a one pareme-
ter family of conditional entropies.
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Definition 2.6 (Sandwiched a-Rényi entropies). For any density operator pagp and

for a € [%,1) U (1,00) the sandwiched a-Rényi entropy of A conditioned on E is
defined as
1 1-a 1—a\ ¢
H.(A|E), := sup log <Tr KIA ®og* papla®@og® > ]) , (26)
ocp€S(E) -«

where the generalized inverse (i.e., the usual inverse evaluated on the operator’s sup-
port) is used where appropriate.

The extremal cases of definition (26| correspond to the previously introduced
entropies:

e o — oo defines the min-entropy Hpin(A|E).
e a = ; defines the max-entropy Hmax(A|E).
e For a — 1, one recover H(A|E).
Moreover, we have the following relation
Huin(A|E) < H(A|E) < Hinax(A|E). (27)

And in general, the sandwiched a-Rényi entropies are monotonically decreasing in «,
ie.

H,(A|E), > Hy(A|E), for a < . (28)
Proposition 2.7. The conditional a-Rényi entropies satisfy:

1. Data processing (8, Cor. 5.5]: Let Tap = 14 ® Ep(pap), where Ep is a
CPTP(B, B') channel, then

H,(A|B), < Hy(A|B').. (29)
2. Additivity (8, Cor. 5.9]: For pap @ Tarp it holds that
Ho(AX|BB)ysr = Ha(A|B), + Ha(A| B, (30)
3. Conditioning on classical information (8, Prop. 5.4]: Let papx be a cq-
state, papx = y_, p()|2) (2] ® pap|s, then

152 Ha(AlB),, )

Ho(AIBX), = 12 log |50, p(x)2('5 (31)

where py, is short for pap,- And for the conditional von Neumann it holds that
H(AIBX), =2, p(@)H(AIBX =), =3, p(x)H(A|B)p,.  (32)

4. Removing classical information [8, Lem. 5.15]: For papx classical in X,
Ho(A|XB) > Ho(A|B) —log|X], (33)

where | X| is the dimension of system X.

Security proofs of Quantum Key Distribution — Glaucia Murta 12



2.3.5 Smooth entropies

We are now ready to define quantities that will play a crucial role in determining the
key rate of a QKD protocol. The smoothed min- and max-entropies are defined as
an optimization over operators that are e-close, in the purified distance, to the state
of interest.

mm(A‘E) = max HmmH(A‘E) (34)
pEB(p)

Hf . (A|E), = min HuyaH(A|E);. (35)
pEB(p)

This optimization takes into account also operators that are sub-normalized, i.e
positive operators with trace smaller than 1

B(p) ={pap € LIAE) : pap = 0,tr(par) < 1 and Dp(pap,pap) <€}.  (36)

The smoothed entropies, defined with respect to the purified distance, display
many interesting properties. In particular, they satisfy a duality relation.

Proposition 2.8 (Duality of smoothed entropies). Let papc be a pure quantum
state, then

A|B), = A|E),. (37)

max( mm(

Moreover, the smooth min- and max-entropies inheret some properties of the
a-Rényi entropies.

Proposition 2.9. The smoothed entropies satisfy:

1. Data processing (8, Thm. 6.19]: Let Tapr = Is @ Eg(pap), where Ep is a
CPTP(B, B') channel, then

Hrenln(A|B) <Hr€nln(A|B/)T7 (38)
Hfox(A|B)p < Hiok (A|B)7, (39)

2. Removing classical information [§, Lem. 6.18]: For papx classical X,

mln(A|XB) > Hremn(A‘B)P_log‘X‘v (40)
max(A|XB) > HrEnaX(A‘B)p - log ‘X| (41)

where | X| is the dimension of system X.
Interestingly, we will see that the smooth min- and max-entropies converge to the
von Neumann entropy in the limit of several copies of a quantum state:

1 1
lim —H; (A?|E{‘)p®n—hm HE (AT|EY) on = H(AIE), (42)

min max
n—oo N

This means that if a resource usage in the one-shot setting is characterized by the
smooth min- or max-entropy, then in the i.i.d. limit of many repetitions the rate of
resource usage is given by the von Neumann entropy.
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3 Security of quantum key distribution

The security of quantum key distribution can be split into two conditions.

Definition 3.1 (Correctness). A QKD protocol is €qorr-correct if the probability that
the final key of Alice, K 4, differs from the final key of Bob, Kg, is smaller than €corr,

i.e.
P(KA # KB) < €corr- (43)

Definition 3.2 (Secrecy). Let Q2 be the event that the QKD protocol does not abort,
and p(QY) be the probability of the event Q. The protocol is €gec-secret if

p(€2) - ||pKAE|Q —TK, ® PE|Q”tr < €sec (44)
where T, = 2—1[ > i |E)(E| 4 is the maximally mized state in the space of strings K €
{0,1}".

If a protocol is €.op-correct and €ge.-secret, then it is 622 K p-correct-and-secret for
any EggKD 2> €corr t+ €sec-

Remark: a third condition, called completeness or robustness, is required from a
QKD protocol. Completeness states that there should exist an honest implementation
for which the probability of aborting the protocol is very small.

For a QKD protocol with n rounds of distribution and measurement that generates
an e-correct-and-secret key of £ bits, the secret key rate is defined as

1
r = — bits/round. (45)
n

The above rate is evaluated in bits/round, but the generation rate 7, i.e., how many
rounds can be generated per second, can also be taken into account to give a rate in
bits/s

14
r = 7— bits/s. (46)
n
The goal of the security analysis of a QKD protocol is to derive the secret key rate

as a function of the parameters that Alice and Bob can estimate during the execution
of the protocol.

3.1 Privacy amplification

We now deal with the ‘classical’ part of a QKD protocol.
In the last step of a QKD protocol, Alice and Bob want to turn their equal string
of bits, which may be partially known to an eavesdropper, into a shorter completely
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secure string of bits. In order to do that, they are going to make use of a 2-universal
family of hash functions.

A hash function f : {0,1}" — {0,1}" is a function that maps a longer string of
bits into a shorter string, £ < n. We will be interested in particular families of hash
functions that satisfy a property called 2-universality.

Definition 3.3 (2-universal hash functions). A family of hash functions F = {f :
{0,1}™ — {0,1}*} is called 2-universal if for every two strings x,2’ € {0,1}" with
x # 2’ then

Pr (f(x) = f(2')) = (47)

feF 20’
where f is chosen uniformly at random in F.

The property of 2-universality ensures a good distribution of the outputs. For
¢ < n there always exist a 2-universal family of hash functions [12].

We are now ready to state a very important result that allows Alice and Bob to
establish privacy amplification in the presence of a quantum eavesdropper.

Theorem 3.4 (Leftover Hashing Lemma). Let pang be a cq-state, where the classical
register AT stores an n-bit string, and let F be a 2-universal family of hash functions,
from {0,1}" to {0, 1}6, that maps A} into K 4, then

L oL (Huin(A71E)—0) (48)

HpKAFE—TKA@PFE Htr < 9 2-

where F is a classical register that stores the hash function f.

The Leftover Hashing Lemma establishes a relation between the size ¢ of a secret
key that can be extracted and the min-entropy of the system before privacy amplifi-
cation. For more details and proof of the left-over hashing lemma, we refer the reader
to [|7.,[13].

The Leftover Hashing lemma can also be formulated in terms of the smooth min-
entropy. This is important because the smooth min-entropy can be much larger than
the min-entropy, and the price to pay is only a linear term in the security parametexﬂ

Theorem 3.5 (Leftover Hashing Lemma with smooth min-entropy ). Let pang be
a cq-state, where the classical register A} stores an n-bit string, and let H be a 2-
universal family of hash functions, from {0,1}" to {0, 1}4, that maps A} into Ky,
then

(Hrenin

1 _1 n _
lpraFE — TK 4 @ PFE|; < 52 2 (ATE)=0) 4 9. (49)

In Ref. [7], the leftover hash lemma was formulated with the smooth min-entropy defined as a
maximum over states that are e-close to p in the trace norm. The proof of Theorem with the
smooth min-entropy defined according to eq. , can be found in Ref. [13]
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Proof. Let parp be a sub-normalized state such that Huyin(AT|E); = Hg,, (ATIE),

m
and Dp(parg, pare) < €
Given that the purified distance is non-increasing under CPTP maps, eq. ,
we have

Dp(pre, pre) < Dp(praFE, PKAFE) < € (50)
Now we make use of the triangle inequality

lpxarE — T s @ prE| S|lpKAFE — PRAFE| HPKAFE — TR A © PFREN,

= (51)
=+ HTKA RPFrE —TK, ® pFEHtr'

<e

The fact that the first and third term are bounded by € follows from and the
relation with the trace distance, eq. @D The second term can be bounded using
Theorem from which we obtain the desired relation. O

The Leftover hashing lemma gives us a tool to bound the distance of the state
of the protocol after privacy amplification to an ideal state. Indeed we can use the
following steps

P llpkaein = T © pEiall, = llPKAEAG = TKA @ PEAC, 52)
. %2_%(anin(A?|E)pAQ —0) 4 2¢ (53)

where pr £, = p(Q)pKAE‘Q is a subnormalized state.
We now note that by choosing

1
£ = gy (A31E), — 2105 (5 (54)
€PA
we obtain a €ge.-secret key with €gec = €pa + 2e.

Remark: Eq. follows from the fact that Hf; (AT|E),., = HSi(ATE), as
proved in [13, Lemma 10]. This is a technicality to deal with the fact that we will

have an estimate of p instead of the conditioned state.

3.2 Information reconciliation

In the previous section we have seen that the key length is basically determined by
the smooth min-entropy of Alice’s string of raw bits conditioned on the information
available to the eavesdropper.

The total information available to Eve, that here we denotdﬂ FEr, is composed by
her quantum side information and all the public classical communication performed

2Note that, in order to avoid overloading notation, Er was denoted simply F in the previous
sections.
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by Alice and Bob. We can now use Property to remove the dependence on the
information exchanged by Alice and Bob during information reconciliation

min (AT 1E7)p 2 Hipin (AT E) p — leakig, (55)

min m

where now E denotes the side information of Eve excluding the knowledge of public
information exchanged during information reconciliation, and leakg is the amount
of bits communicated by Alice and Bob during information reconciliation.

We will consider a one-way information reconcﬂiationlﬂ protocol based on 2-universal
hashing functions which leads to the minimum possible leakage.

One-way Information reconciliation
1. Alice sends a syndrome C' = synd(AY) to Bob.
2: Using his string B and the syndrome C, Bob computes a guess fo for Alice’s
string.
3: Alice computes a hash fir(A7}) (chosen from a two-universal family of hashing

functions) of log (%) bits and sends it to Bob.

4: Bob checks if fir(A?) = fir(A7}), and aborts if that is not the case.

The minimum leakage for a one-way information reconciliation was established
in [14}/15].

Theorem 3.6. The minimum leakage of a one-way information reconciliation pro-
tocol satisfies

IR 8 2 1
€In 2 —€p €IR,

We note that, due to step 3 of the information reconciliation protocol and the
property of two-universal hashing functions, if Q is the event that Alice and Bob
does not abort in the information reconciliation protocol, then

P(QIA} #AT) = e
U (57)
P(A} # AT A Q) < er.
Therefore, we can calculate
P(Ky# Kp)=P(Ka# KpAQ)
< P(A} # A7 A Q) (58)
< €r

3The term‘one-way’ stands for the fact that Alice’s string is fixed and only Bob performs correc-
tions to match Alice’s string.
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where the first equality follows from the fact that, when the protocol aborts, we can
consider Alice and Bob to trivially share the same key of size zero.
We have, then, establish that we have an €.,..-correct protocol with €. = €1R.

4 Security against collective attacks

The earlier proofs of QKD security were based on entanglement distillation [5]. In
particular, Devetak and Winter [16], derived that the asymptotic key rate of a QKD
protocol against collective attacks is given by:

r = H(A|E) — H(A|B). (59)

Here we will derive the asymptotic key rate following the results of |7,/13].

So far we have established that the key is given by the conditional smooth min-
entropy HS . (AT|E).

We start by analysing the case that the eavesdropper is restricted to collective
attacks. In this case, the state at the end of the protocol parg is of the form:

parE = P (60)

The quantum asymptotic equipartition property (AEP) [17] is the key result that
allows us to break the conditional smooth min-entropy of state the total p%} into n

times the conditional von Neumann entropy of a single state pag.

Theorem 4.1 (Asymptotic equipartition property [17]). For n > %log E%

Hiyn( AL D) jon > nH(A|E),,, — Vi 6(e,nar) (61)
Hyo (A7) jon < nH(A|E), ., + V1 6(e,nar) (62)

where §(e,nap) = 4lognagy/log 6% and nap = V2 Huin(AIE)p 4 /2Hmax(AIE), 4 1.

Therefore, under the assumption of collective attacks, the quantum AEP reduces
the problem of estimating the key rate of a string of n bits to the problem of bounding
the one-round conditional von Neumann entropy. We remark that the AEP implies
an additional term, proportional to \/n, which is significant for the finite regime
analyses.

We can also use the AEP to bound the information leaked during information
reconciliation

! 8 2 1
leakr < nH(A[B), + Vs [ 2 nap ) +log [ —5 + =—— | +log (— ) -
2 EiR 2 — € €IR,

(63)
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Putting the results together we have that the asymptotic key rate is given by

Too = lim L H(A|E), — H(A|B),. (64)

n—oo n

Note that egs. and provide a way to calculate the key rate for a real
implementation with a finite number of rounds. For small n (< 109), the terms
depending on /n are significant, which implies that a secure key, £ > 0, can only be
obtained if a minimum number of rounds n;, is performed.

4.1 Asymptotic key rate of the BB84

We are ready to focus again on the BB84 protocol. In the BB84, the only information
we obtain about the state are the two parameters estimated during the protocol, @ x

and Qz:
Qx = p(a # b|X-basis measurement) (65)
Qz = p(a # b|Z-basis measurement) (66)

Therefore our goal is to compute:

reo = _inf  {H(A|E), — H(A|B),}, (67)
PES(Qx.Qz)

where S ,,) is the set of quantum states with QBERs Qx and Qz.

4.1.1 Reduction to Bell diagonal states

In fact we can restrict the analysis to Bell diagonal states only. These are states of
the form

paB = AooPoo + A1 Po1 + A1oP1o + A1 P11 (68)

where ®;; = |®;;)(®;;| and |®;;) = X*Z/ @ I|®T) form the Bell basis.
To see that we first note that the state p can be obtained from p by the following
operation:

1
,5AB:Z(PAB+X®XPABX®X+Y®Y,0ABY®Y+Z®ZPABZ®Z)7 (69)

which preserves the Bell diagonal elements

(@ij] paB |ij) = (Pij| pap [Pij) = Aij, (70)
and also the QBERs: just note that the maps applied in each term either commute
with the measurement basis or flips the outcome of Alice and Bob, which does not

change the QBERs.
Moreover, it is possible to show that

H(A|E), > H(A|E),, (71)

so without loss of generality we will restrict the analysis to Bell diagonal states.
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4.1.2 Asymptotic key rate

We start with the Bell diagonal state p, eq. (68)), and construct a purification which
is held by the eavesdropper

V) app = Z Vi |@i5) © leij) (72)

—100) —= <N|eoo + Vot [ean))

+[11) 7(\/§|€00 \//\701\601>>

+101) — (\/I\em +\/I\en>
+110) —= (W\em \/E\611>>-

After Alice and Bob measure in the Z basis and we trace out Bob, we obtain the
state

—~
-
w

~

1 1
pae = 5100014 ® oo + 5 [1)(1[4 @ op1, (74)
where
oglo = |foo) (fool + [for)(forl » orpn = [f10){fio] + [ f11){f11] (75)
and
| foo) = v/ Xoo |eoo) + v/ Aot |eo1)
| for) = V/ A1o |ero) + VA1t lerr) (76)
| f10) = v/ A1o le10) — VA1t lenr)
| f11) = v/ Xoo [eoo) — /Aot |eo1)
From Exercise [2¢) we have that
H(A|E); =1+ h(Aw0 + A1) — H({Ai;}), (77)
where h(p) = —plogp — (1 — p)log(1l — p) is the binary entropy and H({)\;;}) =
— sz )\ij log >‘U
For the information reconciliation term we get
H(A|B); = - pla,b)logp(alb) (78)
a,b
=h(Ao + A11). (79)
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And since the QBERs Q@ x and @)z relate to the Bell coefficients by

Qz = Ao+ An (80)
Qx = Ao1 + A1, (81)

we see that, in the asymptotic limit, the leakage in the information reconciliation is
determined by the QBER on the measurement basis:

leakIR = h(Qz) (82)
Combining and we have that

{NijteSax.a

Minimizing the r.h.s. with respect to a single free parameter we obtairﬁ

oo = 1= h(@x) — h(Qz). (84)

Exercise 3. Consider a noisy implementation where the source distributes a maxi-
mally entangled state that undergoes depolarizing noise, i.e., the state shared by Alice
and Bob at each round is

I
pap = (1 —v)®T + v (85)

What is the mazximum amount of noise v that an implementation of the BB84 with
this setup can tolerate? How does that translate to the values of QBERs Qx and Qz ¢

“Hint: To achieve the desired expression you can use the parametrization

oo = 1 — (Qx+t+Qz)

2
A\ _ Qx+t—-Qz
n=
A\  Qx+t+Qz
we
A _Qx —t+Qz
" 2

and the fact that

A1o

H({Xi;}) = h(A A A Ai)h | ——
{rs5 1) (A0 4+ A11) + (Ao + A1) (/\10+/\11

Aoo
A A)h | ———— ).
>+( 00 + Aot1) ()\00+)\01>
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5 Security against coherent attacks

5.1 Post-selection technique

The extension of de Finetti theorems to the quantum setting establishes that if a
quantum state of IV parties is symmetric, i.e., invariant under the permutation of
parties, then the state of a small subset of m < N parties is of the form o®™, for
some unknown state o. Improved versions of quantum de Finetti theorems and their
application to quantum key distribution were explored in [7,[18]. In summary, by
exploring the symmetries of a QKD protocol, we can reduce the analysis to collective
attacks.

The most recent de Finetti-type result is the post-selection technique introduced
in [19], which provides tighter bounds for QKD security.

Theorem 5.1. Let Pqkp be a QKD protocol that is invariant under the permutation
of the input subsystems. Then if Pqip 18 e-secure against collective attacks generating
a key of size £, the Pqkp is € -secure against collective attacks if the key is shortened
to a size {' where

€ =(n+ 1)d2716 (86)
and
0 =1 —2(d* —1)log(n + 1), (87)

where d is the dimension of each subsystem shared by Alice and Bob, and n the total
number of rounds.

For a detailed proof of the post-selection technique we refer the reader to |[20].

The post-selection technique is a general result, valid for any QKD protocol with
the required symmetry. We note that the BB84 protocol is invariant under the
permutation of the input states, since the protocol acts in the same way in each
round of the protocol. Moreover, for the BB84 we have that d = 4.

5.2 Uncertainty relation

Another way of proving security of the BB84 against coherent attacks is using the
uncertainty relation for smooth entropies [21].

Theorem 5.2 (Uncertainty relation for smooth entropies). Let papg be a tri-partite
quantum state and {M$} and {Mg/} be two POVMs on A. Then,

1
Hia(A2\E), + Hiun(Ax15), > o (1), (58)
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where

2
My (89)

and || X||eo is the operator norm that corresponds to the largest singular value of X.

For the BB84 protocol we can take {Mgl} to be the measurement in the Z-basis

of the n qubits of Alice and {M$} to be the measurement of the n qubits in the X
basis, and then we have that
1 n
=1z 90
(3) - (90)

since (ax,laz;) = 75, as lax,) € {|+),]-)} and |az;) € {|0),[1)}.
Therefore we have

Cc = max
ax,dz

® lax;) (axilaz;) (az

o0

A"IE) Hiox (Ax71B), (91)

max(AXI ‘BXl) (92)

where in the second inequality we use the data-processing of smoothed entropies
(Property -' Sax(AxT|BxT), is the conditional entropy of Alice’s outcomes
given Bob’s outcomes, had they measured all the systems in the X-basis.

The problem is now reduced to bounding the entropy of a classical probability
distribution, given the parameters estimated in the protocol.

Using classical results for sampling without replacement, the authors of [13,22]
bound H, x1|BxT), by a function of the estimated QBER in the X basis. In

mm (

max(
the limit of infinitely many rounds, their result states that

H o (AXTIBXT), — H(Ax|Bx) = h(@x) (93)

max
The leakage in the information reconciliation can be evaluated for an honest i.i.d.
implementation and therefore it is bounded by . Therefore, using the uncertainty
relation we again obtain:

Too = 1 = (Qx) — h(Qz). (94)

Remark 1: Both techniques to prove security against coherent attacks, the post-
selection technique and the uncertainty relation, achieve the same asymptotic key rate
and show that collective attacks are optimal in the limit of infinitely many repetitions.
In the finite regime, however, the security analysis based on the uncertainty relation
leads to tighter results (it has smaller overhead terms and therefore better rates in
the finite regime).
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Remark 2: Security proof based on the uncertainty relation is restricted to pro-
tocols in which Alice performs only two possible measurements. The post-selection
technique, on the other hand, can be applied to more general protocols (in particular

the six-state protocol [23] in which Alice and Bob perform measurements in three
basis, X, Y and 7).

6 BB84 with imperfect sources (decoy states method)

A feasible source for the implementation of the BB84 protocol consists of phase
randomized weak coherent pulses (WCP) (i.e. the BB84 states are encoded in the
polarization of a coherent state). The problem is that, in this case, Alice may send
more than one photon per round. If Eve can intercept some of these extra photons,
what is called a photon-number-splitting (PNS) attack, then she will have access to
the same information as Bob and not generate any QBER in the system. Therefore
Alice and Bob will not detect the attack and end up with an insecure key.

The way to overcome this problem, as proposed in [24], is to account for the fact
that security is only guaranteed for the rounds in which the source emitted single
photons. The asymptotic key rate of the BB84 is then modified to:

roo =T |1 = h(g{))] = T'h(Q2) (95)
where

e [: is the gain of the signal state, i.e. the probability that Bob has a detection
given that Alice sent a state

I'M: is the gain of the single photon state, i.e. the probability that Bob has a
detection of a single photon event.

Qz: QBER of the signal state in the Z basis.

qg): QBER of single photon events in the X basis.

The problem is that ') and qg) are not directly observed quantities.

The method of decoy states (see [25] for details) provides a way to estimate I'(Y)
and qg). The idea is that, in some of the rounds, Alice uses different intensities to
prepare the so called decoy states.

A phase-randomized WCP source with mean photon number pu is described by

the state:

pu = de\fe”><fe” Ze“frn (n (96)
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~lof?
where |a) = e 2

Yoo j—% |n) is a coherent state. This state describes a situation

in which the probability that Alice’s signal has n photons is given by p, = e‘“%.
The gain of this source can be described by

2 n
D(p) =Y Qe yWery, 4 Y(Z)e_“% +...+ Y(”)e_’“u—' +..., (97)
n!
where
Y™ = Pr(Bob detects a photon|Alice emitted n photons) (98)

is the yield of an n-photon signal.
Similarly the QBER can depend on the photon number, and we define q(Zn) (qg?))
as the QBER of an n-photon signal in the Z(X) basis. The total (observed) QBER

is given by

Y(O)ef“qg)) + Y(l)e*”uq(zl) +...+ Y(”)e*”%q?) + ...
I'(p)

which is the weighted average of the QBERs of different photon number. And simi-

larly for Qx (u).
Since Eve cannot distinguish a decoy from a signal state, but the only information

available to her is the photon number, then the yields Y™ and QBERs q(Zn), are
independent of the intensities p, i.e. it is independent of whether the photons come
from a decoy state or a signal state.

By generating phase-randomized WCPs of different intensities p in the testing

rounds and measuring the observable quantities I'(u), Qx (1), and Qz(u), Alice and
Bob can estimate the values of IV and qg) (note that equation is linear on the

parameters Y (") and afterwards equation is linear on the parameters qg?)).
More precisely, we want to determine a lower bound on I'®) = Y(Me=#y, for the

(1)

signal state, and an upper bound on ¢y’. The use of only two decoy states was shown
to be sufficient to achieve almost optimal results [26].

Qz(p) = (99)

7 Untrusted detectors: measurement device-independent
quantum key-distribution (MDI-QKD)

Another big weakness of the BB84 protocol lies in the assumption that the mea-
surement devices are performing the required measurements. Measurement device-
independent QKD is a proposal to drop this assumption. For a review on MDI-QKD
see [27].

In the MDI setting, Alice and Bob have trusted sources in which they can prepare
BB84 states. They send the prepared states to an unstrusted relay (which can be
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controlled by the eavesdropper Eve) that performs a Bell state measurement and
announces the outcome.

For the rounds in which Alice and Bob used the same basis for preparation, the
outcome of the relay reveals the parity of their encoded bits (see Table .

@

A

‘0 ®

{10}, 1), 1+), =)} {10}, 1) 1+), =)}

Figure 2: MDIQKD setup: Alice and Bob prepare BB84 states and send to an
untrusted relay who performs a Bell state measurement.

Relay output o i A U-
Z-basis preparation |a=b|a=b|a#b|a#b
X-basis preparation | a=b | a#b|a=b|a#b

Table 1: Relation of Alice and Bob encoded bits given the Bell state measured by
the relay, for preparation in the Z and the X bases.

The knowledge of the parity does not allow the relay to obtain information about
the actual values of Alice and Bob shared bits. And by comparing the outcomes of
some of the rounds and estimating the QBERs Q x and @)z, Alice and Bob can ensure
that the relay is behaving honestly.

Imperfect state preparation can also be accounted for in MDI-QKD by combining
it with the method of decoy states [28]. The difference here is that now we have Alice
and Bob preparing states. Therefore security is guaranteed only when both, Alice
and Bob’s sources, prepared single photons. In this case the asymptotic key rate is
given by:

roo = TD 11— n(g¢Y)] = Th(Q2), (100)

where ' is the total gain of the source, and r(mn) q&m’n)(q(Zm’n)) are the gain and
QBER in the X(Z) basis, of the signal states sent by Alice and Bob, when Alice’s

source sends n photons and Bob sends m.
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In this scenario the method of decoy states generates the set of equations

/,I/n Vm
I(p,v) = Z e_“ﬁe_”EY(”’m), (101)
n,m

5 ey ) o)

QX(,U7 l/) = : n!F(,u, V) ) (102)

and similarly for Qz(u,v).

8 Device-independent quantum key distribution (DIQKD)

In the MDI-QKD scenario discussed in the previous section, we still need to assume
that Alice and Bob’s preparation device is somewhat trusted (although we can over-
come some imperfections, such as multiple-photon generation, using decoy states).
We are now going to relax all the assumptions about the specific workings of the
systems and measurement devices. In the device-independent scenario the systems
and measurement-devices are modelled as black-boxes.

Figure 3: Device-independent scenario: the uncharacterized devices of Alice and Bob
are treated as black boxes. The only relevant information is the statistics of inputs
and outputs.

In the DI scenario, the only relevant information about the system is the statistics
of inputs and outputs {p(ab|zy)}, without assumptions on how these statistics were
generated. Security is then going to be inferred by the violation of a Bell inequality.

The simplest Bell inequality is the CHSH-inequality [29], in which Alice and Bob
have each two inputs with two possible outputs. The CHSH inequality reads:

ﬁ = <AoBo> + <AOB1> + <AlBo> — <AlBl> <2 (103)
for

(AzBy) = p(a = blzy) — p(a # blzy). (104)
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Interestingly, quantum mechanics can violate this inequality up to the value 2v/2.
The idea of device-independent QKD arouse from the E91 protocol [30], which
proposed to use a test of the CHSH inequality in order to check for the presence of
an eavesdropper.
The simplest DIQKD protocol uses the CHSH inequality for the security test:

Protocol 1 DIQKD protocol
1: for : =1 ton do

2: A source distributes a quantum state to Alice and Bob.

3: Alice chooses x € {0,1}, performs the corresponding measurement, and
records the outcome a.

4: Bob chooses y € {0,1,2}, performs the corresponding measurement, and
records the outcome b.

5: end for

6: Sifting: Alice and Bob publicly announce their choices of basis,  and y, and
compare them. They discard the rounds in which Alice and Bob chose z = 1 and
y =2

7. Parameter estimation: Using the rounds in z € {0,1} and y € {0,1}, Alice
and Bob estimate the Bell violation 5. And using some of the rounds in which
x =0 and y = 2, they estimate the QBER @. The other rounds form their raw
keys.

8: Information reconciliation: Alice and Bob choose a classical error correcting
code and communicate over the authenticated public channel in order to correct
their string of bits. At the end of this phase Alice and Bob should hold the same
bit-string.

9: Privacy amplification: Alice and Bob use an extractor on the previously es-
tablished strings to generate shorter but completely secret strings of ¢ bits, which
are their final keys K4 and Kp.

8.1 DIQKD against collective attacks

If we are restricted to collective attacks, we have seen that the Asymptotic equipar-
tition property (Theorem [4.1)) reduces the problem of computing the asymptotic key
rate to the problem of bounding the entropies:

H(A|E), and H(A|B),. (105)

Remark: In the DI scenario, the assumption of collective attacks also constraints
the devices, who are then supposed to behave in the same way in each round of the
protocol. In particular, the devices need to be memoryless.

The leakage of information reconciliation is straightforwardly determined by the
estimated QBER Q:

H(A|B), = h(Q). (106)
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It only remains to estimate H(A|E), given the observed violation /:

inf H(A|E),. (107)
pPESH
The problem we face here is that in the DI scenario we don’t even make a assumption
about the dimension of the underlying state, which makes the optimization seemly
intractable.
For the CHSH inequality this problem was solved in [31,[32]. Here we report the
main result:

Theorem 8.1. For a state pap that achieves a violation B for the CHSH inequality,
it holds that

2
H(A|E), >1—h % + % (g) ~1]. (108)

So finally we obtain the asymptotic key rate for the DIQKD protocol based on
the CHSH inequality

B 1 1 [/8)\*
re=1-n {5+ 0/(5) -1 -n@ (109)

Exercise 4. As a benchmark, consider again a noisy implementation where the source
distributes a maximally entangled that undergoes depolarizing noise, see eq . If
the devices perform the measurements that maximize the CHSH wviolation for the
maximally entangled state ®, then the parameters of interest relate to the mnoise
parameter v by

Q:g and B =2v2(1—-v). (110)

What is the mazximum amount of noise v that an implementation of the DIQKD
protocol with this setup can tolerate? How does that translate into the value of the

OQBER Q7

The CHSH inequality is significantly simpler than other Bell inequalities. Due
to the fact that the CHSH inequality has only two binary inputs per party, a strong
result [33,34] states that the description of any realization of a CHSH experiment
can be decomposed into subspaces of dimension two, where projective measurements
are performed in each subspace. This significantly simplifies the optimization (107))
which can then be restricted to qubit states.

For other Bell inequalities, one can in general use the relation

H(AIE), > Hin(A|E),. (111)
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to obtain lower bounds. Indeed the conditional min-entropy can be computed as a
function of the Bell violation by semi-definite programming [35]. The idea is that
in order to estimate the min-entropy one can upper bound the guessing probability,
Pguess (see Eq. ), of the eavesdropper. The problem of bounding the guessing
probability can then be expressed as an optimization over probability distributions,
which is exactly the information available in the device-independent scenario. As
shown in Ref. [35], for any Bell inequality, an upper bound on the pguess can be
obtained by semidefinite programming making use of the NPA-hierarchy [36].

8.2 DIQKD against coherent attacks

In standard QKD, we have seen that the post-selection technique, Theorem al-
lows to extend the proofs against collective attacks to coherent attacks for protocols
that present some symmetry. The price to pay is an overhead term in the security pa-
rameter that depends on the dimension of the underlying system. In the DI scenario,
we do not make assumptions on the dimension of the underlying system. Moreover,
symmetry of the protocol is not guaranteed, as we do not know the behaviour of the
measurement devices. Therefore, de Finetti techniques cannot be used to straight-
forwardly extend the security proofs against collective attacks to coherent attacks in
the device-independent scenario.

This problem was overcome by a recently developed technique called the entropy
accumulation theorem (EAT) [37,38]. When applied to DIQKD, the EAT theorem

can be summarized as follows.

Theorem 8.2 (EAT applied to QKD). For an event Q that happens with probability
pq, it holds that

Hyin(AT1E) g, > nfmin(Q) — O(Vn), (112)
and fmin(Q2) is a convex function such that

fain(Q) < inf H(A|E),, (113)
O'ES(Q)
where S(qy is the set of quantum states that lead to the event Q. Moreover the ex-
plicit form of the O(y/n) depends on pq, €,||V fminllo, and the dimension of classical
registers A} and BY.

We refer the reader to [37,38] for more formal details.

Analogous to the AEP, the entropy accumulation theorem allows us to break the
entropy of the string of bits conditioned into some event 2 (e.g., a certain violation (3
of the CHSH inequality) into the entropy of a single round. Note, however, that this
single-round entropy does not refer to the entropy of the real state of the protocol at
each round. It is minimized over hypothetical states that would achieve the observed
violation.
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Remark: It is important to remark that a crucial assumption in the EAT |37, 3§]
is that some of the variables of interested satisfy what is called the Markov condi-
tion. This is the case for QKD protocols performed sequentially. For definition and
discussion of the implications of the Markov condition, see [37].
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